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ABSTRACT

Educational institutions’ administrators in our country and the whole world are concerned about regularity of
student attendance. Student overall academic performance is affected by it. The conventional method of taking
attendance by calling names or signing on paper is very time consuming, and hence inefficient. This problem gave
birth to research on Radio frequency identification (RFID) authentication with face processing and recognition
though in this paper we basically highlighted on the face processing and recognition. The system is made up of a
camera which take the photos of individuals and a computer unit which performs face detection (locating faces
from the image removing the background information) and face recognition (identifying the persons) First, face
images are acquired using webcam to create the database. Face recognition system will detect the location of face
in the image and will extract the features from the detected faces. As a result of feature extraction process,
templates or eigenfaces are generated which are reduced set of data that represents the unique features of enrolled
user’s face. These templates are stored in database after eigenface calculation. The basis of the eigenfaces
calculation in this work is the Principal Component Analysis (PCA). The Principal Component Analysis is a
method of projection to a subspace and is widely used in pattern recognition. The objectives of PCA are the
replacement of correlated vectors of large dimensions with the uncorrelated vectors of smaller dimensions and to
calculate a basis for the data set. C# was used for serial communication, the image training, detection and
recognition and for the application interfaces, and in connection other physical components. At the end of this
research work, we were able to achieve a classroom attendance system that uses the students’ images for
authentication and at the same time, it is able to have high level of security and privacy because another student
can never take attendance for the other.

INTRODUCTION

The conventional personal identification techniques like passwords, keys, barcodes and smartcards for classroom
attendance have a major drawback: they don’t check who is entering or holding the information. They only check
whether the correct information is presented to the system. Such systems can easily be deceived because any
person who has the ID card or anyone who knows the password can easily claim the identity of that person. Also
there are some other drawbacks for such systems: the person has to remember the password or he has to carry the
ID card. In barcode system, line of sight reading is required. Biometrics based personal identification systems
eliminates most of these drawbacks. According to Alice et al, (2007), biometrics is the automated recognition of
individuals based on their behavioral and biological characteristics. Fingerprint, hand geometry, face, iris scan,
retinal scan, signature, gait, voice are some of the well-known biometric characteristics. In biometric based
attendance systems, subject is being identified using any of biometric techniques Biometric systems are more
reliable because biometric characteristics cannot be easily stolen, duplicated or lost and also the user does not
have to memorize the password or he does not have to carry some ID cards. But each of these biometric systems
has certain disadvantages also. The finger prints and hand geometry based systems fail to identify the individuals
if the finger or hand is injured or dirty. Retinal and iris scan are very much susceptible to diseases that change the
characteristics of the eye. For obtaining the retina scan, laser light must be directed through the cornea of the eye.
Iris based systems need a specialized camera which is very expensive and also the photo should be taken very
close to the subject. VVoice based systems might not work properly if the voice of the person changes due to flu or
throat infection. Any noise in the background also affects the performance of the system. Face recognition systems
have numerous applications in access control systems, network security, crowd surveillance systems, and
attendance systems and so on.

IMAGE PROCESSING/TRAINING

Image processing implies a set of computational techniques for analyzing, enhancing, compressing and
reconstructing images (Prahlad et al, 2008). Image processing has extensive applications in many areas, including
astronomy, computer vision, robotics, remote sensing by satellites, medical image processing and biometrics. An
overview of face recognition system and the algorithms used for implementing the image processing are described
in the coming sections. For this research work, we will use high classifier image processing/training algorithm.
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FACE RECOGNITION SYSTEM

The system is made up of a camera which take the photos of individuals and a computer unit which performs face
detection (locating faces from the image removing the background information) and face recognition (identifying
the persons) (Turk and Pentland, 1991). First, face images are acquired using webcam to create the database. Face
recognition system will detect the location of face in the image and will extract the features from the detected
faces. As a result of feature extraction process, templates are generated which are reduced set of data that
represents the unique features of enrolled user’s face. These templates are stored in database. For an unknown
face image, template is generated as described above and is compared with those stored in the database, which
outputs the identity of that face if a match occurs. An overview of face recognition system is shown in figure 1.
Face detection is the first and the most important step towards face recognition. Given images with different
complex backgrounds, a face detection algorithm will identify and locate the faces in the image accurately. Face
detection Independent component analysis algorithm with Eigen features are used. It is a method for computing
fast approximations to support vector decision functions in the field of object detection.
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Figure 1: Face recognition system(Turk and Pentland, 1991).
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This is a simple approach to extract the information (Turk and Pentland, 1991)
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This contained images that capture the different variation in a collection of face images, independent of any
judgments of features, and use this information to encode and compare individual face images. The system
functions by projecting face images onto a feature space that spans the significant variations among known face
images. The significant features are known as eigenfaces because they are the Eigen vectors (principal
components) of the set of faces; they do not necessarily correspond to features such as eyes, ears and noses. The
projection operation characterizes an individual face by a weighted sum of the Eigen face features, and so to
recognize a particular face it is necessary only to compare these weights to those of known individuals. Let the
training set of M number of face images be,
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Each face differs from the average by the vector. This set of very large vectors is then subject to principal
component analysis which seeks a set of M orthonormal vectors which best describes the distribution of the data.
The Kth vector ,Uk, is chosen such that

}Lk= iE%I;{UkT (I]nxlz

is a maximum subject to Ul. The vectors U(k) and scalars lamda (k) are the eigenvectors and Eigen values
respectively of the covariance matrix C

C= j—iz;:;{cpn ®,T= AAT

Where the matrix A= [1 2..... M].The covariance matrix C is N2 * N2 and calculating N*2 Eigen vectors and
Eigen values is an intractable task for typical image sizes. So a computationally feasible method is needed.
Consider the Eigen vectors vi of A*TA such that A*TA vi=pivi Pre multiplying both sides by A, we have AANTA
vi=pi Avi where Avi are the Eigen vectors and pi are the Eigen values of C=AANT

Following these analysis, we construct the M x M matrix L=ATA, where Lmn= m and find the M eigenvectors,
vi ,of L. These vectors determine linear combinations of the M training set face images to form the eigenfaces
Ul= vk _k, I=1,....M With this analysis, the calculations are greatly reduced from the order of the number of
pixels in the images (N2) to the order of the number of images in the training set (M). In practice, the training set
of face images will be relatively small (M<< N2). From analysis it is found that M’ (M’<M) significant eigen
vectors of the L matrix with the largest associated eigen values are sufficient for reliable representation of the
faces in the face space characterized by the eigen faces.For k=1,...,M’. The weights form a projection vector,T
=[wl w2...wM] describing the contribution of each eigen face in representing the input face image, treating the
eigen faces as a basis set for face images. For the input face image also, calculate the projection vector as described
above and compare it with projection vector corresponding to each face stored in the database. The idea is to find
the face that minimizes the difference. If the difference is minimum for a particular person’s face in the database
then, it can be concluded that the input face is of that person.

THE CLASSROOM ATTENDANCE SYSTEM EIGEN FACES CALCULATION

The basis of the eigenfaces calculation in this work is the Principal Component Analysis (PCA). The Principal
Component Analysis is a method of projection to a subspace and is widely used in pattern recognition. An
objective of PCA is the replacement of correlated vectors of large dimensions with the uncorrelated vectors of
smaller dimensions. Another objective is to calculate a basis for the data set. Main advantages of the PCA are its
low sensitivity to noise, the reduction of the requirements of the memory and the capacity, and the increase in the
efficiency due to the operation in a space of smaller dimensions. The strategy of the Eigenfaces method consists
of extracting the characteristic features on the face and representing the face in question as a linear combination
of the so called ‘eigenfaces’ obtained from the feature extraction process. The principal components of the faces
in the training set are calculated. Recognition is achieved using the projection of the face into the space formed
by the eigenfaces. A comparison on the basis of the Euclidian distance of the eigenvectors of the eigenfaces and
the eigenface of the image under question is made. If this distance is small enough, the person is identified. On
the other hand, if the distance is too large, the image is regarded as one that belongs to an individual for which the
system has to be trained. As a starting point, the training images of dimensions N*N are read and they are
converted to N2 *1 dimensions. A training set of N2 *M dimensions is thus created, where M is the number of
sample images. The average of the image set is calculated as:
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Where v is the average image, M: number of images, T: image vector. The eigenfaces corresponding to the highest
eigenvalues are retained. Those eigenfaces define the face space. The eigenspace is created by projecting the
image to the face space formed by the eigenfaces. Thus the weight vectors are calculated. Dimensions of the image
are adjusted to meet the specifications and the image is enhanced in the preprocessing steps of recognition. The
weight vector of the image and the weight vectors of the faces in the database are compared. Average face is
calculated and subtracted from each face in the training set. A matrix (A) is formed using the results of the
subtraction operation. The dimensions of the matrix C is N*N. M images are used to form C. In practice, the



dimensions of C is N*M. On the other hand, since the rank of A is M, only M out of N eigenvectors are nonzero.
The eigenvalues of the covariance matrix is calculated. The eigenfaces are created by using the number of training
images minus number of classes (total number of people) of eigenvectors. The selected set of eigenvectors are
multiplied by the A matrix to create a reduced eigenface subspace.

D.1 Steps in calculation of eigenfaces with PCA
Step 1: Prepare the data
In this step, the faces constituting the training set (I'i) should be prepared for processing.

Step 2: Subtract the mean
The average matrix ¥ has to be calculated, then subtracted from the original faces (I'1)
and the result stored in the variable ®i:

M
X
Y= I'n 1)
M
n—1
o =Tj - ¥ (2)

Step 3: Calculate the covariance matrix
In the next step the covariance matrix C is calculated
step 4: Calculate the eigenvectors and eigenvalues of the co- variance matrix

In this step, the eigenvectors (eigenfaces) ui and the corresponding eigenvalues Ai should be calculated.
The eigenvectors (eigenfaces) must be normalized so that they are unit vectors, i.e. of length 1. The description
of the exact algorithm for determination of eigenvectors and eigenvalues is omitted here, as it belongs to the
standard arsenal of most math programming libraries.

Step 5: Select the principal components

From M eigenvectors (eigenfaces) ui, only MO should be chosen, which have the highest eigenvalues. The higher
the eigenvalue, the more characteristic features of a face does the particular eigenvector describe. Eigenfaces with
low eigenvalues can be omit- ted, as they explain only a small part of characteristic features of the faces.

After MO eigenfaces ui are determined, the training” phase of the algorithm is finished.

The number of eigenvectors depend on the accuracy with which the database is defined and it can be optimized.
The group of selected eigenvectors are called the eigenfaces. Once the eigenfaces have been obtained, the images
in the database are projected into the eigenface space and the weights of the image in that space are stored. To
determine the identity of an image, the eigen coefficients are compared with the eigencoefficients in the database.
The eigenface of the image in question is formed. The Euclidian distances between the eigenface of the image
and the eigenfaces stored previously are calculated. The person in question is identified as the one whose Euclidian
distance is minimum below a threshold value in the eigenface database. If all the calculated Euclidian distances
are larger than the threshold, then the image is unrecognizable. The reasons for selecting the eigenfaces method
for face recognition are:

Its independence from the facial geometry,

The simplicity of realization,

Possibility of real-time realization even without special hardware,

The ease and speed of recognition with respect to the other methods,

The higher success rate in comparison to other methods.

arwdPE

The challenge of the eigenfaces face recognition method is the computation time. If the database is large, it may
take a while to retrieve the identity of the person under question

THE SYSTEM MODE OF OPERATION

The system mode of operation provides solution to the classroom attendance problem through coordinated
hardware and software design handshaking data communications between RFID tag, RFID reader and the
camera as shown in the block diagram in figure 2. For this paper, we will discuss only on the
image processes. The flowcharts for the image processes are shown in figure 3, figure 4, figure 5 and
figure 6.
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Figure 2: The Proposed System block diagram

The students’ images were captured, trained and stored in the database for the authentication of the classroom
attendance system. The procedures were shown in the three figures with the flow in figure 3 as the general face
recognition. The captured images that will be sent to the database, will be manipulated by eigenface calculation,
when the faces are filtered from the captured images, they are sent to face detection section for full filtering and
positioning as shown in figure 4. After the detection phase,_the well positioned faces are sent to the training
section, where feature extractions are done ready for recognition as shown in figure 5. The last stage is the
recognition stage, at this point, face dimension adjustment, components analysis and classification are done as
shown in figure 6. When successful recognition is carried out on a face, matching and authentication can easily
be done. At this point attendances are recorded for students for a particular class session.
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Figure 4: Face recognition stage 1[face detection]
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Figure 5: Face recognition stage 2[training]
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Figure 6: Face recognition stage 3

THE SYSTEM INTERFACES

From the flow chart we drew, face recognition is in three part; training part, detection part and recognition part.
The three parts were designed with two forms; the first form was on training and detection while the second form
was on detection and recognition. We called the first form training set editor [see figure 7]. In this form, images
are taken into the editor through the camera or from a location in the computer for training. This procedure must
be carried out on every image for the attendance so that the system must recognize and match the images while
taking the attendance no matter how the image came during the attendance process. The features of the editor are
fully shown in figure 7.
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Figure 7: face training and face detection design

The second form is the face recognizer [see figure 8], for face detection and recognition. Here the trained images
are matched with the incoming images during attendance processes. The features of the face recognizer are fully

shown in figure 8.
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Figure 8: face detection and recognition

Browse Image

As we are through with the batch design, we merged all the part together into one interface as in figure 9 and
figure 10.
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Figure 9: complete system interface part 1
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Figure 10: complete system interface part 2

LUSION

At the end of this research work, we were able to achieve a classroom attendance system that uses the students’
images for authentication and at the same time, it is able to have high level of security and privacy because another
student can never take attendance for the other. It will significantly improve the current manual process of

students’

attendance recording and tracking system and other attendances systems, especially in a university

environment. The system was able to promote a fully-automated approach in capturing the students’ attendance

using th

eir tag Electronic product code (EPC) and their images.
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