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ABSTRACT

Education is the Backbone of any country and it is very important to improve the education strength of the
country. There are various methods and challenges that the government use these days in schools to improve the
standard of education like technologies like computers, smart rooms, projectors, and eBooks. But these
recourses are only use full when we know which student need which type of resource or in other words if we
predict the results of students, we can improve results and decrease drop out ratios. In this research, we use Data
Mining in education to predict patterns based on certain criteria to improve the results of the schools. In this
research paper first we explain what data mining is and how it is useful in education and how to predict certain
patterns as a result of applying data mining with the use of Weka Tool.
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l. INTRODUCTION

Data mining, also called Knowledge Discovery in Databases (KDD), is the field of discovering novel and
potentially useful information from large amounts of data. Data mining has been applied in a great number of
fields, including retail sales, bioinformatics, and counter-terrorism or even in education. Data mining tools
predict future trends and behaviours, allowing institution to make proactive, knowledge-driven decisions. The
automated, potential analyses offered by data mining move beyond the analyses of past events provided by
retrospective tools typical of decision support systems. Data mining tools can answer institution questions that
traditionally were very time consuming to resolve [5]. They scour databases for hidden patterns, finding
predictive information that experts may miss because it lies outside their expectations. Data mining is a
powerful tool for academic intervention. Through data mining, a university could, for example, predict with 85
percent accuracy which students will or will not graduate. The university could use this information to
concentrate academic assistance on those students most at risk.

In order to understand how and why data mining works, it’s important to understand a few fundamental
concepts. First, data mining relies on four essential methods: classification, categorization, estimation, clustering
and visualization [1]. Classification identifies associations and clusters, and separates subjects under study.
Categorization uses rule induction algorithms to handle categorical outcomes, such as “persist” or “dropout,”
and “transfer” or “stay.” Estimation includes predictive functions or likelihood and deals with continuous
outcome variables, such as GPA and salary level. Visualization uses interactive graphs to demonstrate
mathematically induced rules and scores, and is far more sophisticated than pie or bar charts. Visualization is
used primarily to depict three-dimensional geographic locations of mathematical coordinates [2]. Higher
education institutions can use classification, for example, for a comprehensive analysis of student
characteristics, or use estimation to predict the likelihood of a variety of outcomes, such as transferability,
persistence, retention, and course success.

1. DATA MINING TOOLS
Machine learning
Computer science, heuristics and
Induction algorithms
Artificial intelligence
Emulating human intelligence
Neural networks
Biological models and Engineering

1. PHASES OF DATA MINING
Data mining is an iterative process that typically involves the following phases:
° Problem definition
Data exploration
Data preparation
Modeling
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Figure 1 Process of Data Mining

Deplovment

A data mining project starts with the understanding of the problem. Data mining experts, business experts, and
domain experts work closely together to define the project objectives and the requirements from a business
perspective [4].

In my project our domain is academic data like a student records, result of colleges of different years, strength of
students per year and per department and the experts of that domain are HOD’s of departments and principals of
the colleges.

In the data exploration phase, traditional data analysis tools, for example, statistics, are used to explore the data.
In the data preparation phase, data is tweaked multiple times in no prescribed order. Preparing the data for the
modeling tool by selecting tables, records, and attributes, are typical tasks in this phase. The meaning of the data
is not changed [3].

We select and apply various mining functions because we can use different mining functions for the same type
of data mining problem. Some of the mining functions require specific data types.

In the modeling phase, a frequent exchange with the domain experts from the data preparation phase is required.
Evaluate the model. If the model does not satisfy their expectations, they go back to the modeling phase and
rebuild the model by changing its parameters until optimal values are achieved. When we are finally satisfied
with the model, we deployed it.

V. TOOLS OF DATA COLLECTION & ANALYSIS
Various tools are needed for that project some for analyzing data, some for designing, implementation and some
developing software tool these are:
. Excel
Ms access
J48 algorithm
Naive Bayesian Classifier
WEKA data mining tool
Tangara data mining tool
Rapid miner

V. ADVANTAGE OF DATA MINING IN ACADEMICS
Data mining tells us following things like:
Tells us about the weak students.
Tells us which students are taking more credit hours.
Subjects which are more interesting to students.
Type of courses we can offer to attract more students.
Tells various ways to help weak students.
Helps in improving the result of schools.
Helps in predicting the result of students.
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VI. DATA MINING IMPLEMENTATION
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In this research work we collect data of Eight Hundred and thirty eight students of senior secondary schools of
Fatehgarh District of Punjab India. In the first step we clean and integrate data. For our problem we chose eight
attributes these converted into its equivalent values which are given below in the table.

Table |: Selected Attributes

S.No. | Given Attributes Description

1 10" percentage Percentage

2 12" Subjects Arts ., NM ,
Commerce , Arts

3 Sex Male , Female

4 Occupation Govt, Private , Farmer

5 Caste Gen, SC,BC

6 gh Percentage

7 Religion Sikh, Hindu, Muslim

8 Area Rural , Urban
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2 |commerce FEMALE Pwvt. Job GEMN 67 63 HINDU Urban
2 Arts NMALE Pvt. Job GEM 63 27 HINDU Rural
4 N FEMALE Apricultur GEN 56 53 SIKH Rural
5 Arts FEMALE Bussiness GEM o 50 SIKH Urban
B |Arts MALE Gowt. Job GEMN B2 50 SIKH Rural
7 | Com. PMALE Agricultur GEN 56 50 SIKH Rural
8 MN.M FEMALE  Agricultur GEN 45 60 SIKH Rural
9 | Arts PMALE Agricultur GEN 53 55 SIKH Urban
10  Arts FEMALE Gowt. Jlob GEMN &0 69 SIKH Urban
11 Arts NMALE Service BC 36 43 HINDU Rural
12 MN.M FEMALE Apricultur GEN 68 53 SIKH Rural
13 Arts MALE Agricultur BC 51 56 SIKH Rural
14 | Commerc MALE Agricultur GEMN 41 50 SIKH Rural
15 Arts FEMALE Bussiness GEMN a7 40 HINDU Urban
16 Arts FEMALE Gowt. Job GEMN 63 62 SIKH Urban
17 | Arts FEMALE Bussiness GEMN 50 65 SIKH Urban
18 Arts FEMALE Service GEM 45 58 SIKH Urban
19 Commerc FEMALE  Agricultur BC 59 54 SIKH Rural
20 |Arts FEMALE Agiculture GEMN 60 56 SIKH Rural
21 Arts FEMALE Pvt. Job GEM 51 45 SIKH Urban
22 |Arts PMALE Agricultur GEMN 82 81 SIKH Rural
23 Arts FEMALE  Agricultur GEN 75 55 SIKH Rural
24 Arts FEMALE Gowt. Job GEMN 65 60 HINDU Rural
25 Arts MMALE Gowvt Serv GEMN a7z 56 HINDU Urban
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Fig 2 Csv File of Database

After collecting and cleaning the data we classify data using weka data mining tool. For Classifying and for
prediction we use J48 algorithm. For the classification learning experiments the J48 method was chosen (based

on the C4.5 algorithm from the machine learning),

for being one of the most used Weka classification

algorithms that offers a superior stability between precision, speed and interpretability of results [3]. J48
classifies data in the form of decision tree. From this decision tree we are easily identify the weak students and

whose chance of failure are maximum and minimum.
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Fig Decision Tree
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Fig 4 Decision Tree

Statically Results Given by J48 Algorithm

Preprocess | Classify | Cluster | Associate | Select atiributes | Visualize

|4 Weka Explorer
Classifier
[ Choose ”NBTree

Test options

) Use training set

) Percentagespit %

Result list (right-cick for options)
:48:53 - frees. 148

:49:17 - trees. DedsionStump
109:55:20 - trees.RandomTree
09:55:52 - trees.NETree

) Suppled testset | Set...
© Crosseisicaton Foids |10 | Size of the tree : 35

Classifier output

Number of Leaves : 30

Time taken to build model: 0.09 seconds

=== Stratified cross-validation ===
(om) AREA || — Sumary —

Correctly Classified Instances 833 99.4033 %
Incorrectly Classified Instances 5 0.5967 &
Kappa statistic 0.9833

Mean absolute error 0.0098

Root mean squared error 0.0794

Relative absolute error 2.7285 %

Roct relative sguared error 18.7535 %

Total Number of Instances 838

=== Detailed Accuracy By Clas3s ===

TP Rate FP Rate Precision Recall F-Measure Class
0.998 0.02 0.934 0.998 0.996 Urban
0.98 0.002 0.995 0.98 0.987 Rural

== Confusion Matrix —
a b < classified a3

641 1| a = Urban
4182 | b =Rural

Status
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The classification learning was also used to predict the students’ failure/success to pass the academic exams
based on their present behavioural profile. For the J48 classification learning based on the training set, there was
99.4% success rate (the correctly classified instances) which is highest value of prediction. We have 838
instances from which 833 are correctly classified and 5 are not correctly identified.

From the decision tree we are easily identify the weak students and whose chances of fail are maximum. After
identifying the weak students we can work hard on that students to minimize the failure result and we can
improve overall result and performance of the student.

VII.  CONCLUSION

The current education system does not involve any prediction about fail or pass percentage based on the
performance. The system doesn’t deal with dropouts. There is no efficient method to caution the student about
the student about the deficiency in attendance. It doesn’t identify the weak student and inform the teacher.
Another common problem in larger number of students in class may feel lost in the crowd. Whether they’re
struggling to find help with coursework, or having difficulty choosing (or getting into) the courses they need,
many students are daunted by the task of working through the bureaucracy. Since with the help of Data Mining
we identifies the weak students, the teachers can provide academic help for them. It also helps the teacher to act
before a student drops or plan for recourse allocation with confidence gained from knowing how many students
are likely to pass or fail. Proposed system also shows data graphically according to the need or organization
which help them to take important decisions. For future work we also use clustering, with the help of clustering
we can see the domain and interest of students in particular field.
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